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Abstract. In power analysis, many different statistical methods and
power consumption models are used to obtain the value of a secret key
from the power traces measured. An interesting method of power analy-
sis based on multi-layer perceptron was presented in [1] claiming a 90%
success rate. The theoretical and empirical success rates were determined
to be 80% and 85%, respectively, which is not sufficient enough. In the
paper, we propose and realize an optimization of this power analysis
method which improves the success rate to almost 100%. The optimiza-
tion is based on preprocessing the measured power traces using the cal-
culation of the average trace and the subsequent calculation of the dif-
ference power traces. In this way, the prepared power patterns were used
for neural network training and of course during the attack. This opti-
mization is computationally undemanding compared to other methods
of preprocessing usually applied in power analysis, and has a great im-
pact on classification results. In the paper, we compare the results of the
optimized method with the original implementation. We highlight posi-
tive and also some negative impacts of the optimization on classification
results.
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1 Introduction

Power analysis (PA) measures and analyzes the power consumption of crypto-
graphic devices depending on their activity. It was introduced by Kocher in [2].
The goal of PA is to determine the sensitive information of cryptographic devices
from the measured power consumption and to apply the obtained information in
order to abuse the cryptographic device. There are two basic methods of power
analysis: simple PA and differential PA. The attacker tries to determine the se-
cret key directly from the traces measured in the simple power analysis (SPA).
In the most extreme case, this means that the attacker attempts to reveal the
key based on one single power trace. The goal of the differential power analysis
(DPA) attacks is to reveal the secret key of the cryptographic module by using
a large number of power traces that have been recorded while the device was
encrypting or decrypting various input data. Power analysis is widely discussed
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and belongs to the most popular types of side channel analysis methods because
the attacker does not need any expensive special equipment. A detailed descrip-
tion of power analysis including side-channel sources, testbed, statistical tests
and countermeasures is summarized in the book [3].

1.1 Related Work

Simple power analysis attacks were described by Kocher in [2]. A typical ex-
ample of SPA is the attack on the implementation of the RSA (Rivest Shamir
Adleman) asymmetric cryptographic algorithm, where the difference in power
consumption between the operations of multiplication and squaring can be ob-
served [4]. Template based attacks are another type of SPA attack, which were
introduced in [5]. Practical aspects of template attacks have been discussed in
[6, 7].

The concept of the DPA attack was first described also in [2] and the basic
principle was introduced on a DES algorithm using the statistical method based
on the Difference of Means. Subsequently, applicable statistical tests were dis-
cussed in [8]. An important question of the impact of preprocessing the measured
data on the effectiveness of DPA was presented in [9, 10]. The application of the
correlation coefficient as a statistical method in DPA was described in [11] and
nowadays, this method is one of the most widely used. A detailed description of
the general schema on which all power analyses are based and the best known
statistical tests including the basic power simulation models are given in [3, 12].

One of the first examples of digital signal processing applied to side channel
analysis can be found in [13]. Digital filtering is used to facilitate attacks based
on side channel analysis for devices such as Xilinx Field Programmable Gate
Arrays (FPGAs) [14], Radio Frequency Identification (RFID) devices [15–17]
and Cortex-M3 SoC [18].

Neural networks (NN) are used mostly in the cryptography branch to realize
key distribution [19], hash functions [20], random number generators [21], in
public-key cryptography [22], and in the exchange protocols [23] (similar to the
Diffie-Hellman protocol). The publications [24, 25] dealing with the use of NN
in the side channel cryptanalysis are mostly focused on acoustic side channels,
where NN are used for the classification of captured records of buttons pressed
on a keyboard.

In the field of power analysis, the possibility of using neural networks was first
published in [26]. Naturally, this work was followed by other authors, e.g. [27–
29], who dealt with the classification of individual power prints. These works are
mostly oriented towards reverse engineering based on power print classification.
The usage of neural networks for the classification of a secret key value has been
sparsely published and tested yet. Works [30–33] dealing with this issue are based
on machine learning algorithm such as support vector machines (SVM).

An interesting method based on typical multi-layer perceptron (MLP) was
demonstrated in [1]. In this work, a neural network was used for the classification
of the AES secret key. This power analysis method uses a typical two-layer
perceptron (three-layer neural network if we take into consideration the input
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layer) to determine the secret key value only from one power trace measured.
First classification results were really promising and this method achieved a
successful classification of 90% for the first byte of the secret key. The method
was thoroughly tested using 2560 power traces and an empirical success rate of
around 85% was determined. The theoretical success rate determined from the
results was only about 80%. Other negative characteristics were revealed during
the subsequent testing, e.g. the distribution of the maximum probability values
or the low probability value of selected key estimation.

1.2 Our Contribution

Our contribution lies in the optimization of the power analysis method described
in [1]. We minimize the above-mentioned negative characteristics of the method
implementation to increase the success rate of classification. The optimization is
based on preprocessing the power traces measured, using the calculation of the
average trace and the subsequent calculation of the difference power traces. Pre-
processed power patterns are used for the neural network training and, naturally,
during the attack phase, in the same way as described in [1]. This optimization
is computationally undemanding compared to other methods of preprocessing
usually applied in power analysis (e.g. filtering [34]) and has a great impact
on the classification results. In the paper, we compare the results of the opti-
mized method with the original implementation. We highlight the positive and
also some small negative impacts of the optimization on the classification re-
sults. Both methods were verified using 2, 560 power traces corresponding to all
the values of the secret key to analyze the repeatability and feasibility of the
method. In the original paper, the cross-validation was not used to verify the
neural network, we decided to compare the original method implementation with
the optimized method, using the typical 10-fold cross-validation. In data mining
and machine learning, the 10-fold cross-validation is the most common way to
verify the model. Our contribution can be summarized in the following main
points:

– optimization proposal,
– implementation of optimization,
– comparison of results,
– cross-validation of both implementations.

2 Method and Testbed Description

The following text summarizes the most important facts about the original im-
plementation of the power analysis method and the experimental setup. The
fundamental goal of the method is to obtain from the power trace measured the
secret key value, which is stored in the cryptographic module. In the following
text, we denote the secret key stored in the attacked cryptographic module as
Ksec, and the estimated value of secret key, which was determined using a neural
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network, as Kest. Naturally, if the method works correctly, the values Kest and
Ksec are equal at the end of the classification process. Assume that the secret
key can be expressed in bytes as Ksec = {k1, k2, . . . , kN} for 0 ≤ ki ≤ 255, where
N represents the secret key length and i each step of the method. The method
assumes sequential classification as most DPA attacks do, which means that the
classification is realized byte by byte. This power analysis determines the first
byte k1 of the secret key in the first step and the second byte k2 in the second
step, and so on. The difference between individual steps is in the division of the
power traces measured into parts corresponding to the time intervals in which
the cryptographic device works with the respective bytes of the secret key. The
method is divided into three phases:

– The first phase is the preparation of power consumption patterns, where
the attacker has to prepare the training set to train the neural network. The
attacker must know the type of the cryptographic module on which he wants
to realize the attack.

– The second phase is the preparation and training of the neural network using
the power patterns measured in the first phase.

– The third phase is the attack. The attacker measures the power consumption
of the device under attack and inserts the measured power trace to the input
of the trained neural network. The neural network assigns the probability
vector to the power consumption that contains probabilities for all key esti-
mates. The estimate key with the highest probability should be equal to the
secret key stored in the device under attack.

It is clear that it is not suitable to measure and classify the power trace cor-
responding to the whole cryptographic algorithm but it is better to locate some
important operations where the cryptographic module works with intermediate
result and the secret key. The AddRoundKey and SubBytes operations represent
a suitable place in the power trace of the AES algorithm.

A complete AES algorithm with a key length of 128 bits was implemented
into the cryptographic module and the synchronization was performed only for
the AddRoudnKey and SubBytes operations in the initialization phase of the
algorithm. The program allowed incrementing and decrementing the first byte
of the secret key (k1) and indicated this operation by sending the respective
value via a serial port to a computer. In [1] and in our experiment, the mea-
surements were focused on the first byte of the secret key but we claim that
this power analysis method is able to classify the whole AES secret key from
only one measured power trace. Therefore, the term secret key denotes the first
byte of the secret key in the following text. The synchronization signal and the
communication with the computer did not affect the power consumption of the
cryptographic module. The cryptographic module was represented by the PIC
8-bit microcontroller, and for the power consumption measurement we used the
CT-6 current probe and the Tektronix DPO-4032 digital oscilloscope. We used
standard operating conditions with 5 V power supply.

A well known fact is that noise always poses the problem during the power
consumption measurement. We performed the experimental measurements of a
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Fig. 1: Original power patterns. Fig. 2: Preprocessed power patterns.

Fig. 3: Detail of original patterns. Fig. 4: Detail of preprocessed patterns.

test bed made according to the information provided in [3] and we established
that the noise level was distributed according to the normal distribution with the
parameters µ = 0mA and σ = 5mA. Every stored power trace was calculated
as an average power trace from ten power traces measured using the digital
oscilloscope to reduce electronic noise. More information about the testbed is
given in [12, 35]. Our other experiments with power analysis and implementation,
for example power consumption measurement of smart phone encrypted data,
are reported in [36, 37].

3 Proposed Optimization

The optimization is based on the preprocessing of power traces measured during
the first phase of the method, where the training patterns are prepared. During
this phase, the attacker tries to obtain the training patterns of power consump-
tion for the AddRoundKey and SubBytes operations for all variants of the secret
key byte k1 (256 possible variants). Figure 1 shows the power patterns for all
values of the secret key cut out from the whole power trace for the first byte, and
Fig. 3 shows a detail of the power peak at time t[n] = 6, 000. From these figures,
it is clear that the measured power traces are greatly synchronized and divided
into several groups. These power patterns were stored and used for the neural
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network training in the original method proposal and implementation [1] (it was
used three times 256 power traces for neural network training). We magnified
the differences in the power traces measured to improve the classification results.
Increased differences were achieved by employing a preprocessing process based
on the calculation of average power traces corresponding to every key value. The
main principle of preprocessing is described in the following text.

The measured power traces are functions with discrete time. We denote the
measured power traces corresponding to every secret key value as P [i, n], where
n represents the discrete time n = {0, . . . , 12000}, and i represents all possible
secret key byte values from 0 to 255. Subsequently, we can calculate an average
trace Ā using the following equation:

Ā[n] =
1

256

255∑
i=0

P [i, n]. (1)

The training patterns for the optimized implementation are calculated as a
subtraction of measured traces from the average trace and are denoted as PD:

PD[i, n] = Ā[n]− P [i, n] =
1

256

255∑
i=0

P [i, n]− P [i, n]. (2)

Figure 2 shows the resulting power patterns after preprocessing and Fig. 4 shows
the corresponding power peak detail at time t[n] = 6, 000. The resulting pat-
terns were stored and used for the neural network training in the optimized
implementation. If we compare these two sets of patterns, it is clear that after
preprocessing the patterns show the places where the power traces are different.

4 Comparison of Classification Results

The neural network was implemented and trained in Matlab using the Netlab
neural network toolbox in the same way as described in [1]. The implementation
differs only in the preprocessing of power pattern according to the optimization
proposal described in Sec. 3. To compare the suitability of optimization, we
measured once again the whole set of power traces corresponding to all the
secret key values and this set was subsequently analyzed using the created and
trained neural network. The measured traces were stored in the matrix and all
matrix rows (all power traces) were classified using the neural network. In this
manner, we obtained classification results for all possible key values and the first
notion of how successful the optimized method is when compared to the original
implementation.

The classification of all power traces gave the matrices RD of dimension
255 × 255. The row index corresponds to the value of a secret key Ksec and
the column index corresponds to the value of a key estimate Kest. In other
words, the neural network assigned to every measured power trace a probability
vector for individual key estimates. Table 1 shows a really small part of the
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Table 1: Part of the resulting matrices.

Original implementation R Optimized implementation RD

... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 0.00% 0.00% 6.46% 0.00% . . . 0.00% 0.00% 92.86% 0.00% . . .
1 0.00% 66.42% 0.00% 0.00% . . . 0.00% 99.87% 0.00% 0.00% . . .
0 36.77% 0.00% 0.00% 0.00% . . . 98.23% 0.00% 0.00% 0.00% . . .

Ksec/Kest 0 1 2 3 . . . 0 1 2 3 . . .

resulting matrix RD together with the original results matrix R. From Tab. 1 it
can be seen that the neural network classified the power trace corresponding to
Ksec = 0 with a probability of 98.23% for the key estimate Kest = 0 and other
estimates with zero probability in the optimized implementation (we do not take
into consideration the whole output vector in this demonstration). The neural
networks classified the power trace corresponding to Ksec = 0 with a probability
of 36.77% for the key estimate Kest = 0 in the original implementation. From
this small comparison of the results obtained, we can confirm the increase in
the probability of correct key estimates. For example, probability estimates for
correct key 0 and 1 increased from 36.77% and 66.42% to 98.23% and 99.87%
respectively.

The whole matrix R of classification is shown graphically in Fig. 5 and ma-
trix RD is shown in Fig. 6. Each row of the matrix corresponds to the output
probability vector, which is the result of power trace classification. Each column
contains the probability of an individual key estimate. The main goal of the
method is to have the estimate key value equal to the secret key value after
classification. In other words, the function Kest = Ksec is true. The function
Kest = Ksec is visible in both matrices but in RD it is much more distinguish-
able because the correct classified probabilities consist of values between 90%
and 100% and thus the line is darker. The graphs also show the reduction of
alternative variants of classification and thus the absence of parallel lines with
the function Kest = Ksec in Fig. 6. The graphs displayed in Fig.7 and Fig. 8
confirm this desired property. These graphs show the classification results (out-
put probability vectors) for five chosen secret keys for both implementations.
Appropriate probability vectors for the chosen Ksec = 5, 41, 81, 129, 248 values
are distinguished by color and the optimized implementation is shown in Fig. 8
and original implementation in Fig. 7. If we compare the results, for example, for
the power trace Ksec = 5 of the optimized implementation, the increase in the
correct key estimate from 35% to 96% is clearly visible while other possible key
estimates were fully suppressed. This desired property, i.e. suppressing potential
key estimates was confirmed for the other three chosen secret keys (41, 81, 248).
For the last chosen power trace corresponding to the secret key 129, alternative
key estimates were also suppressed, except one, but the probability of correct
key estimate increased from 70% to 90%. From these results, we conclude that
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Fig. 5: Graphically depicted matrix R.
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Fig. 6: Graphically depicted matrix RD.
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Fig. 7: Probability vector for five secret
keys of the original method.
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Fig. 8: Probability vector for five secret
keys of the optimized method.

proposed optimization allows a significant increase in the classification results
because the probability of correct key estimates is increased and the other pos-
sible key estimates are suppressed.

On the other hand, a complete suppression of alternative probabilities can
be negative, because the probability of a correct key estimate was always the
second highest probability for all erroneously classified keys in the original im-
plementation. The attacker would use this feature if it happened that the key
was badly classified at the end of the attack. If the optimization suppressed all
alternative possibilities of key estimates, similarly like in Fig. 8, the attacker
would not be able to try a second key estimate.

However, it is necessary to investigate all selected key estimates from the
tested set because during this investigation, the theoretical success rate about
80% was calculated in the original implementation. The main problem of wrongly
classified key estimations was the low value of the selected highest probability.
Figure 9 shows these selected highest probabilities of power traces corresponding
to all the values of the secret key for the original implementation. In other
words, it shows which key estimate was classified with the highest probability
for a specific power trace. The graph is displayed with two Y-axes for better
clarity. The X-axis represents the secret key values and the blue Y-axis shows the
probability of the highest selected probability while the red Y-axis corresponds
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Fig. 9: The highest selected probabilities
of original implementation.
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Fig. 10: The highest selected probabili-
ties of optimized implementation.
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Fig. 11: Histogram of highest probabili-
ties of original implementation.

0 10 20 30 40 50 60 70 80 90 100
0

50

100

150

200

250

P [%] 

n
u
m

b
e
r 

o
f 
o
c
c
u
rr

e
n
c
e
s
 

Fig. 12: Histogram of highest probabili-
ties of optimized implementation.

to the chosen key estimate. The shape of the function Kest = Ksec is again
clearly visible and only a few points interrupt the linear progression. From the
whole proofing set (256 power traces measured), the neural network classified a
wrong key estimate sixteen times in the original implementation. Classification
errors occurred for key estimates with low values of the highest probability. The
average value of the highest probability which led to the wrong classification
was 17%. From these results, the theoretical border of correct classification was
established as 20%. For key estimates with a selected highest probability lower
than 20%, the probability of wrong clasification is higher. Figure 9 shows that the
occurrence of 14%, 18% and 20% probabilities is no exception. Figure 11 displays
a histogram of selected highest probabilities for the original implementation.
From the histogram, it can be seen that probabilities of up to 10% occurred
twenty-one times while the probabilities of 10−20% occurred thirty-eight times,
which makes a total of 59 occurrences of all 256 values. The total number of keys
potentially predisposed to incorrect classification is about 23%, which means that
the original method theoretically works with a success rate of about 80%.

These results obtained from the first implementation were promising but
the success rate was not sufficient. This was the main reason why we tried
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an optimized implementation to increase the selected highest probabilities and
thus reduce the wrongly classified keys. Figure 10 shows the selected highest
probabilities for the optimized implementation with the course of the function
Kest = Ksec is almost smooth and containing only nine wrongly classified keys. If
we compare these results with the first implementation results, we achieve a de-
crease in wrong classification from 16 to 9, which corresponds to an improvement
of 43%. These results clearly demonstrate the functionality and suitability of pre-
processing the power traces measured for classification using a neural network.
Nine wrongly classified key estimates correspond to 3.5% of the power traces
measured. Therefore, we can declare that the optimized method identified the
correct value of the secret key in 96.5% of cases. During repeated tests (another
training of the neural network with the identical training set), the optimized
method achieved a correct classification of 95− 98%.

Figure 12 displays a histogram of the selected highest probabilities for the
optimized implementation. From the histogram, it can be seen that probabilities
of 10% to 70% occurred only five times on average. Probabilities of 70% and 80%
occurred ten times and fifteen times, respectively. The largest representation in
the selected maximum probability is that of the 90% to 100% probabilities, which
occurred two hundred and five times. The histogram confirmed the increase of
the maximum probabilities, thus increasing the occurrence of the 90% probabil-
ity. The total number of keys potentially predisposed to wrong classification is
reduced from 20% to 5% after optimization.

5 Cross Validation

A ten-times larger set of power consumptions was measured and used for a
detailed comparison of the original and optimized method in the same manner
as described in [1]. Ten power traces were independently stored for each value
of the secret key. The set composed of 2, 560 power traces was classified using
neural networks in the same manner as described in the previous sections. The
number of wrongly classified key estimates and the overall success rate are given
in Tab. 2. The original method achieved a correct secret key classification in 85%
and the optimized method achieved a correct secret key classification in 94%.
These results confirm the previous results including the correct calculation of
the theoretical success rate and the necessity of optimization. We can state that
the optimized method achieved results that were better by 10%.

Table 2: Classification results for 2560 power traces.

Method Number of errors [-] Success rate [%]

Original implementation 378 85.23
Optimized implementation 139 94.57



Optimization of Power Analysis Using Neural Network 11

In the original paper, the cross-validation was not used for the verification
of the neural network. We decided to compare the original method with the
optimized method using the typical 10-fold cross-validation. In data mining and
machine learning, the 10-fold cross-validation is the most common method of
model verification. Cross validation is a statistical method of evaluating and
comparing learning algorithms by dividing data into two segments: one is used
to learn or train a model and the other is used to validate the model. In typical
cross validation, the training and validation sets must cross-over in successive
rounds such that each data point has a chance of being validated against. Our
set of 2560 measured power traces consisted of 10 power traces corresponding
to every secret key value, therefore we used 9 power traces for neural network
training and one for testing in every step of validation. The results of 10-fold
cross-validation are summarized in Tab. 3, where err denotes the number of
wrongly classified key estimates and err denotes the average value of wrong
estimates calculated from every step of the cross-validation.

Table 3: Number of errors for 10-fold cross-validation.

Step of cross-validation 1 2 3 4 5 6 7 8 9 10 err Success rate [%]

Original implementation err[−] 10 5 12 17 8 17 13 14 7 12 11.5 95.71
Optimized implementation err[−] 0 0 0 0 1 0 1 0 0 0 0.2 99.92

The results obtained reveal that the original implementation is able to classify
the secret key with a success rate of around 95%. It is better than the assumption
stated above. This difference is caused by the size of the training set. In the
original implementation, 3 power traces for every secret key value for neural
network training and one for testing were used. In comparison with the cross-
validation, 9 power traces for neural network training and one for testing were
used. The results of cross-validation confirm the positive impact of optimization
on classification results. The optimized method is able to classify the secret key
value with almost 100% success rate.

6 Conclusion

In the paper, we presented and realized an optimization method of the power
analysis based on multi-layer perceptron. The optimization was based on prepro-
cessing the measured power traces using the calculation of the average trace and
the subsequent calculation of the difference power traces. These power patterns
were used for neural network training and, naturally, during the attack phase.
We compared the classification results of the optimized method with the original
implementation and evaluated the positive and negative impact of optimization
on classification results.
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The proposed optimization allowed a significant improvement in the classi-
fication results because the probability of correct key estimates was increased
and the other possible key estimates were suppressed. On the other hand, a
complete suppression of alternative probabilities can be negative because the
attacker is not able to try a second key estimate if the key estimate with the
highest probability is wrong.

In the original paper, cross-validation was not used to verify the neural net-
work and thus we compare the original method with the optimized method, us-
ing the typical 10-fold cross-validation. The result of cross-validation confirm the
positive impact of optimization on classification result. The optimized method
is able to classify the secret key value with almost a 100% success rate.

The features of the optimized method can be summarized in the following
points:

– optimization is computationally undemanding,
– places where power traces differ can be highlighted,
– probability corresponding to correct key estimations is increased,
– probability corresponding to incorrect key estimations is suppressed,
– number of keys potentially predisposed to wrong classification is reduced,
– negative impact consists in a complete suppression of alternative probabili-

ties.
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