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Abstract. This work presents a novel algorithm to quantify the rela-
tion between three factors that characterize a side channel adversary:
the amount of observed side channel leakage, the workload of full key
recovery, and its achievable success rate. The proposed algorithm can be
used by security evaluators to derive a realistic bound on the capabilities
of a side channel adversary. Furthermore, it provides an optimal strat-
egy for combining subkey guesses to achieve any predefined success rate.
Hence, it can be used by a side channel adversary to determine whether
observed leakage suffices for key recovery before expending computation
time. The algorithm is applied to a series of side channel measurements
of a microcontroller AES implementation and simulations. A compari-
son to related work shows that the new algorithm improves on existing
algorithms in several respects.
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1 DMotivation

Side channel analysis (SCA) of embedded cryptographic implementations has
been studied for more than 15 years [6J8]. Recently, there has been a growing
interest in studying and quantifying the amount of information that can be
extracted from a limited number of side channel observations. Knowing how
much leakage actually suffices for a full key recovery is of high practical relevance.
This question is closely tied to the computational capabilities of the side channel
adversary, since SCA often include an extensive key search component. A good
comparison of algorithms using tradeoffs between side channel information and
computation are the submissions to the DPA contest [I], where the success metric
was solely based on the number of needed observations, without a clear limitation
of computation. Another emerging trend in SCA are new attacks that are made
feasible only by tapping into the massive parallel computing power as provided
by GPUs, such as [I2]. This indicates that computational power of the adversary
needs to be considered as part of side channel security metrics. Finally, leakage
resilient cryptography usually assumes limited leakage of a given key or secret
state (c.f. [TJ4JIIIT9]) before it is updated. The schemes provide security if an



adversary cannot successfully exploit more than the bounded leakage. In all
of these cases, it is of high interest to know how much leakage the adversary
can get from the observed measurements. Closely related is the question of the
remaining attack complexity—given the limited side channel information—and
the resulting search strategy.

So far only little effort has been put into the quantification of the remaining
computational complexity when limited leakage is available but insufficient to
narrow the key space down to a simply searchable size. While systematic met-
rics to quantify side channel leakage exist [TOI2TITTIT8], many of them perform
relative comparisons of implementations or attacks [5/9/16]. The most promising
approach has been presented in [22J23]. The authors present a full key enumer-
ation algorithm [22] as well as a key ranking algorithm [23] in the case where
only limited side channel leakage can be extracted. These algorithms enables
estimating the remaining full key recovery complexity even if the experimental
verification is infeasible. However their algorithms assume the correct key to be
known. In other words, their results can be used by evaluation labs, but not by
the key recovering adversary.

Our Contribution This work proposes an alternative approach to evaluate
side channel security for full key recovery attacks. The security level is expressed
as the relation between the amount of observed leakage, the success probability
and the necessary attack complexity. Following this approach, a constructive Key
Space Finding (KSF) algorithm is presented. It not only provides an estimation
on the remaining guessing complexity, but also allows the adversary, for the first
time, to derive a probabilistic winning strategy for each specific side channel
observation. Further, by statistical bootstrapping the size of returned key spaces,
the algorithm can also be used by evaluation labs to approximate a realistic
security level for various extents of information leakage.

2 Background

This section formalizes common assumptions for SCA and revisits useful metrics
and algorithms that quantifies side channel leakages.

2.1 Adversarial Model and Notations

Most SCA follow the divide-and-conquer strategy. The full secret key sk is di-
vided into b parts, i.e. sk = kq||...||k, where each subkey k; is a n bit string.
In the general setting of SCA, an adversary runs the crypto algorithm Eg()
and records side channel observations. This is followed by a leakage exploitation
phase where the adversary independently recovers information about each sub-
key k; from the measured observations. We assume the adversary to be g-limited,
i.e. she can run the algorithm up to ¢ times and get the respective leakages.
We denote the inputs as X7 = [X; jlpxq € (F5)" where each row [X; ;] with
1 < j < g corresponds to the inputs at the i-th part for the ¢ queries. Similarly,



the leakages are denoted as LY = [L; ;]px, € R*. Each row [L; ;] with 1 < j < ¢
represents the ¢ leakage observations related to the i-th subkey part k;. With the
knowntexts (either plaintexts or ciphertexts) X ? and leakages L9, the adversary
chooses a side channel distinguisher such as DPA, CPA, MIA, template attack,
etc. and outputs an ordered list of subkey candidates g; 1], g; ]2, --- for guessing
the correct subkey k;. Here, [-] indicates a reordering of subkey candidates in
the order of decreasing likelihood, i.e. g; [; refers the j-th most likely candidate.
For example, for CPA it is the descending order of the absolute value of Pearson
correlation coefficients; for template attacks it is the descending order of the
posterior probabilities.

2.2 Existing Metrics and Maximum Likelihood Principle

For evaluating side channel security on subkey recovery, the framework in [I8]
proposes the (¢-th order) Success Rate (SR) and the Guessing Entropy (GE). The
t-th order SR is defined as SR* (t) = Prlk; € {gip]s - 9i,jg })- It describes the
probability that the correct subkey k; is compromised in the first ¢ prioritized
guesses. The GE is defined as the expected rank of the correct subkey, i.e.,
GE = Zf:l t - Pr[k; = g, 4. Clearly, GE can be expressed as a function from
the t-th order SR.

In addition, Pliam introduces marginal guesswork in [14] (also referred to as
work-factor in [13]) as a metric to benchmark password recovery attacks, or more
generically, smart exhaustive key searches. ‘Smart’ refers to adversaries that
have and utilize prior information about the key distribution. Thus, marginal
guesswork is well suited to describe adversaries that can assign probabilities to
subkey candidates. In fact, it relates the success probability to its minimum
computational complexity. More specifically, let o € [0,1] be the probability of
success the adversary expects to achieve, the o-marginal guesswork is defined
to be the minimum number ¢ of guesses to ensure finding the correct subkey
k; with at least o success rate, i.e. wy,(k;) = min{t : 25:1 pi[j) > o}. Here
subkey guesses g; [;] are sorted decreasingly in terms of probabilities such that
Pifj) 2 Pifj+1) 2 - - where p; ;) = Prlki = g; ;1]

This approach is also known as Mazimum Likelihood (ML) attack. Based on
side channel information, namely the inputs ¢ and leakages 19, it first assigns
posterior probability p; ; = Prlg; ; | ¢,19] to subkey candidates g; ;. Next, it
enumerates them in a descending order g; ;) according to the posterior likelihood
Pi,[j]- Since p; ; is interpreted by definition as the likelihood of the true subkey k;
being the candidate g; ;, the guess g; ; ensures subkey success rate p; j. Therefore
the t-th order success rate using ML approach is

t
SRM(t) = sz‘,[j] (1)
=1

It also establishes a connection between the t-th order SR and the o-marginal
guess work as : w,(k;) = min{t : SR¥(t) > o'}. To sum up, the adversary using



mazimum likelihood approach is expected to have the minimum complexity to
find the correct subkey.

2.3 Full Key Ranking Algorithm

The aforementioned metrics have mostly been applied for subkey recovery exper-
iments. This changed with the algorithms by Veyrat-Charvillon et al. in [22]23].
The authors present algorithms to enumerate full keys [22] and to estimate the
rank of the correct full key among all full key candidates [23]. With the latter
algorithm they manage, for the first time, to approximate the computational
complexity of successful side channel adversaries for cases where experimental
verification is no longer possible or just too expensive. This means, the work
pioneers in actually getting meaningful metrics for the expected guesswork of an
adversary achieving full key recovery. Furthermore, they apply statistical boot-
strapping to achieve cost evaluation and approximate a ML approach adversary
for full key recovery.

The rank estimation algorithm [23], referred to as VGS algorithm, works as
follows: As input it receives probabilities for all subkeys from a single side channel
experiment, as well as the knowledge of the correct key (and consequently its
probability). After sorting each of these subkey probabilities decreasingly, the
different dimensions are combined to create the key space. Next, volumes where
keys have higher (or lower) probabilities than the correct key are removed from
the space and their size is added to the lower (or upper) bound for the rank of the
correct key. The VGS algorithm stops either after a set time or once the bounds
are close enough, i.e. once the key rank has been narrowed down sufficiently.
Finally, it outputs (upper and lower bounds for) the key rank of the correct key.

By itself, the key rank only provides the placement of the probability of the
correct key. It cannot specify, in each individual side channel experiment, how
much probability of success one can achieve by guessing full key candidates up
to the correct key. Instead, the probability of success is derived by statistical
bootstrapping: the side channel experiment is repeated e.g. n = 100 times, and
the success probability is derived as the percentiles of the key ranks in different
experiments are turned into success probabilities. The VGS algorithm is used
for comparison and as a benchmark for our algorithm that we introduce next.

3 Evaluating Full Key Security

Side channel leakage enables assigning scores or posterior probabilities to subkey
candidates. However, to verify the correctness of a guess, different subkey parts
must be combined and checked. That is to say, as long as the leakage is not
strong enough to reveal each subkey part with a negligible error probability, the
remaining full key security is not trivially evaluated and is worthy of investiga-
tion. Conceptually, the ML approach can be extended to cover full key recovery
attacks so that all the metrics described in Section [2.2] can also be applied to



evaluate full key security. However, the size of the key space is 2°", e.g. in AES-
128 it is 2128, and it makes it infeasible to calculate the posterior probabilities
to all full key candidates and then to enumerate them strictly following the ML
principle. In this section, we introduce a weaker but computationally efficient
approach to evaluate full key security. We call this approach the weak Maximum
Likelihood (wML) approach. We describe its basic idea, followed by a Key Space
Finding (KSF) algorithm as its realization and explain how it differs from a true
ML approach.

3.1 Weak Maximum Likelihood Approach

Since computing and enumerating probabilities for all full key candidates is
infeasible, the adversary can, nevertheless, adopt the following straightforward
strategy. For each subkey part k;, the adversary only considers the top e; subkey
candidates. When making full key guesses, she checks the Cartesian product of
such selected candidates from all subkey parts. More specifically, the adversary
considers the prioritized guesses {g; 1], .-, i e,]} for the true subkey part k; and
verifies all possible combinations {gy,(;,l|---[gs,[;,) Wwhere 1 < j; <e;,1 <i < b}
as full key candidates. It is clear that this approach ensures a subkey success
rate of SRF (e;) with e; guesses for the subkey part k;. Therefore, a full key
success rate of Hle SR¥i(e;) is achieved, implying a full key verification cost of
H?Zl e;. The vector e = (ey, ..., ep) is called an effort distributor or simply a node.
The node defines how the adversary distributes her verification complexity (or
guesswork) over different subkey parts. It is easy to see from the definition above
that an effort distributor not only determines the full key success rate Prob(e)
that is achieved through guessing all candidates in the Cartesian product, but
also determines the full key verification cost Cost(e), or guesswork. They are
expressed as

b booe b
Prob (e) = H SR¥ (e;) = H Zpiv[j] Cost (e) = H €; (2)
i=1 =1

i=1j=1

In general, the adversary is interested in finding the minimal necessary guess-
work to achieve a o success rate for a full key recovery attack. The procedure
of finding minimal full key recovery guesswork through finding optimal effort
distributors is referred to as the weak Mazimum Likelihood (wML) approach.
Intuitively and informally, the observed leakage 19 reveals different amounts of
secret information for different subkey parts. The more information is leaked of
a certain key part, the more confidence the adversary gets for prioritized subkey
guesses. Therefore, she can include more subkey candidates for the subkey posi-
tions where she has less confidence in the correctness of the output hypothesis
(cf. e.g. [20]).



Formally, the wML approach can be stated as an optimization problem with
the objective function and restriction condition defined as below.

Objective: Minimize Cost(e) (3)
Restriction Condition: Prob(e) > o (4)

We will show how to solve this optimization problem in Section |3.3

There are differences between the wML and the true ML approaches. In ML,
all full key candidates are ordered according to their posterior probability. In
wML, this is not necessarily the case. In fact, full key candidates that are inside
the Cartesian product of selected subkey guesses are prior to combinations that
are not defined by the effort distributor. For example, given an effort distributor
e = (e1,...,e), the full key candidate g, = g1,(¢,]1192,[2]1193,[es] |-+ [|9b,[e,] 18 inside
the Cartesian product, while the candidate g, = g1 e, —1)192,[es+1] 1193, [ea] |15, [es]
is not. The former is to be considered by the wML approach while the latter is
not. Therefore wML sets priority of the former over the latter. However, it is
not always the case that g, is more probable than g,. This means using wML
will unavoidably cause some ordering violation. The impact of such violation is
discussed in Section [£:4] and it turns out that the penalty is rather low, which
confirms the usability of wML approach.

3.2 The Search Domain and its Calculus Model

An optimization problem in the continuous domain can usually be turned into
a searching problem. Tools from differential calculus such as the gradient vector
can help providing efficient search directions. Here we adjust it to our search
space which is a discretized domain and build the model for the problem of
searching optimal effort distributors. All concepts introduced here will be used
in the KSF algorithm in Section [3:3] For a clear illustration we use AES-128 as
an example. It can be easily applied in other block cipher scenarios.

Structure of the Search Domain We first define the search space. Each effort
distributor e is treated as a node in the b-dimensional discrete space. For AES-
128, the key has 16 subkey parts (bytes) and each effort entry—the number of
guesses for each subkey part—can be any integer between 1 and 256 inclusively.
Therefore, the entire search space is 16 dimensional with each dimension taking
integers in [1 : 256], namely & = [1 : 256]'6. The optimization problem is now
equivalent to finding the optimum node e* € £ that minimizes the full cost or
guesswork while achieving the required full key success probability. To better
understand the structure of the search space and enable an efficient search, we
introduce the following concepts.

Definition 1: a node €’ = (€], ..., ¢}) is called the j-th decremental neighbor of
the node e = (e1, ..., ep) if € = e; — 1 and e = ¢; for all i # j. It is also denoted

as e; = (e1,...,e; —1,...,ep)). Similarly, the j-th incremental neighbor of node

T =(e1, e +1,.,e).

e is denoted as €;



Definition 2: a node e € £ is said to be o-feasible if it satisfies the restriction
condition (). The set of all o-feasible nodes is denoted as &, := {e | Prob (e) >
o}

Definition 3: a o-feasible node e € &, is said to be on the boundary if none of
its decremental neighbors is o-feasible, i.e. e; ¢ E,,Vj. The set of all nodes on
the boundary is called the o-feasible boundary and denoted as

0(E,):={ect | ej ¢ &V}

Definition 4: a node e* is called o-optimal if it is a o-feasible node and has
minimal complexity among all o-feasible nodes, i.e. Cost(e*) < Cost(e),Ve € &,

An immediate but important result can now be summarized as follows.

Boundary Property: the o-optimal nodes are inside the o-feasible boundary,
ie.e* €0 (&) Cé&,.

The proof is straightforward. If e~ € &, then

*— * 6; -1 *
Cost (ej ) = Cost (e*) - - < Cost (e*)

*

contradicting the definition of node e* being o-optimal.

This property explains the fact that if making one less subkey guess at any
subkey part from an optimal effort distributor, the achieved success rate does
not reach the desired level o. It indicates that the wML approach is to find an
o-optimal effort distributor from the o-feasible boundary.

A Calculus Model for the Search Problem Now we define some calculus
tools for enabling an efficient search algorithm for finding the optimum node
in the discrete search domain. For a function in continuous space, the partial
derivative 887]; indicates the instantaneous change of the output of the function
f caused by the change at the j-th coordinate x; of the input. We define similar
concepts for the objective function Cost(e) and restriction condition Prob(e).

The discrete nature of our search domain [1 : 256]*¢ gives two situations: the
change caused by unit incrementing or decrementing on each effort coordinate
e;j. More specifically, we define the incremental partial derivative of Prob(e) with
respect to e; as

SRkj (ej + 1) — SRkj (ej)
SR (¢;)
Each VPJT*' is a non-negative valu and it indicates the amount of additional

success rate that could be achieved by incrementing effort by 1 at the j-th
coordinate. Similarly, the decremental partial derivative of Prob(e) is defined as

V P} = Prob(e]) — Prob(e) = |

f |Prob(e) (5)

! The cases are considered separately if incrementing or decrementing is impossible,
i.e. e; =1 or e; = 256 for equations (5)), (€) and (7).



SR¥ (e;) — SR™ (e; — 1)
SR¥i (e; — 1)

VP, =Prob(e) — Prob(e; ) = | |Prob(e) (6)

This is also a non-negative value and it tells the loss of full key success rate
caused by decreasing effort by 1 at the j-th coordinate.

With the above defined partial derivatives, we can now obtain the incre-
mental gradient VP+ = (VP;,..VP[5) and the decremental gradient VP~ =
(VP ,..VPj) of the restriction condition Prob(e). It is important to see that
the coordinates for the largest partial derivatives in the incremental (or decre-
mental respectively) gradient vector tells the full key success rate is increased
(or decreased resp.) mostly due to a unit effort increment (or decrement resp.).

The same concept is defined for the objective function Cost(e). The gra-
dient vectors in both incrementing and decrementing cases result in the same
expression because

VC} = Cost(e]) — Cost(e) = [ ] e; = Cost(e) — Cost(e; ) =VC;  (7)
i

For notational convenience, both VC’;r and VC’j_ are replaced by VC; and the
gradient of the full key complexity Cost(e) becomes VC = (V(i,..VCig).
Again, each coordinate is a non-negative value and it indicates the change in full
key recovery complexity which is caused by incrementing/decrementing effort by
1 at the j-th entry of effort node e.

Lastly, we consider the direction vector uw which is the negation of the gradient
—VC projected onto the hyper-surface that is perpendicular to the gradient VP.

_ VP.VC

u = —VC projected onto (VP)* = va -VC (8)

where VP = (VP,...,VPy) is the averaged gradient, i.e. VP; = (VP;r +
VP;")/2. This direction vector u satisfies the intuition to keep the restriction
condition Prob(e) unchanged (seen from the vanishing of the inner product w -
VP = 0) while decreasing the objective function Cost(e) as much as possible.
A visualization can be seen in Figure 2.

3.3 An Optimized Key Space Finding Algorithm

We now show how to realize the weak maximum likelihood approach to find the
optimum effort distributor by using the KSF algorithm.

The inputs of the algorithm include the desired full key success probability
o and the sorted posterior probabilities p; ;) (and hence the subkey success rates
SR* (t) according to equation ) for all subkey candidates g; ;). Note that this
algorithm, unlike the VGS algorithm, does not require knowledge of the correct
key, i.e. can also be used by a key recovering adversary. The applicability of



this algorithm is not restricted to the profiling adversary. In [22] it is suggested
that a non-profiling adversary can also assign likelihoods to subkey candidates
to achieve a justified full key ranking, which could also be applied in our case.

The algorithm returns two outputs: the minimum verification complexity
min {Cost (e) | e € £,} that ensures the desired full key success rate o together
with an optimal effort distributor e* = argmin {Cost (e) | e € £,} that achieves
this complexity lower bound.

SearchTowardsBoundary() SearchAlongBoundary()

e < argmin{Cost(e()}
e() + HorizontalSwap()

ll e® ¢+ VerticalSwap() I

e® ¢+ BlockSwap()

1 1
e+
SearchUp()

e«
SearchDown()

€
RandomGen ()

Cost(e) <
min{Cost(e®)}

Output
[e, Cost(e)]

Fig. 1. Flow Chart of the KSF algorithm.

The flow chart of the KSF algorithm is shown in Fig. It uses several
subroutines. The algorithm begins by generating a random node e <+ [1 :
256]'6 using RandomGen(). This node serves as the starting point in the search-
ing space. The initial node is then passed sequentially into two subroutines:
SearchTowardsBoundary () and SearchAlongBoundary (). The former moves a
node onto the feasible boundary 9(&,) by calling SearchUp () and SearchDown ().
The latter searches for nodes within the boundary that feature an even lower
value of the objective Cost(e). It uses the Swap() family of subfunctions. Note
that the algorithm is a probabilistic algorithm to finding the point on the surface
that has minimal cost. It finds local minima. In practice, it is executed several
times to ensure that the local optimization also yields the global minimum.

The SearchTowardsBoundary () Function The task of this function is to move
a node onto the feasible boundary 9(&,). If the input node e does not satisfy
the restriction condition, i.e. Prob(e) < o, it calls the function SearchUp()
(as shown in Alg. [I) to search for a node that is o-feasible. More specifically,
SearchUp() iteratively increases the number of subkey guesses for some part of
the subkey and updates the node. In each iteration, the search direction, i.e. the
coordinate of the subkey part that needs to be incremented, is determined by the
incremental gradient VP71 as defined in Section The effort coordinate that
maximizes the gain in success rate through a unit effort increase is chosen, i.e. i =
argmaxj{VPj'}. The node is updated by a unit increment on the chosen effort
coordinate. The process continues until a o-feasible node is reached, namely, the
restriction condition is satisfied as Prob(e) > o.

Now we have a o-feasible node—either it is an initially generated node that al-
ready satisfies the restriction condition or it is a node returned from SearchUp ().



Algorithm 1 SearchUp() Algorithm 2 SearchDown()

1: while Prob(e) < o do 1: while e ¢ 9(&,) do

2 i ¢ argmax, {VP;"} 2 i + argmax; {VCj s.t. Prob(e) — VP > o}
3: e, +—e; +1 3: e; e —1

4: end while 4: end while

5: return e 5: return e

The remaining task is to search for a node on the feasible boundary 90 (€,) since
the optimal effort distributors can be found only on the boundary. The function
SearchDown () is called to complete this task. In each iteration, the gradient
vector VC' of the objective function Cost(e) is used to determine the search di-
rection, i.e. the effort coordinate that needs to be decremented as shown in line
2 of Alg. [2 Tt reflects the direction where the objective function Cost(e) has the
biggest complexity drop through a unit effort decrementing while not violating
the restriction condition. This means that the updated node is still o-feasible.
The process continues until the Boundary Property (as defined in Section
is satisfied. In other words, it returns a node e € 9 (&,).

The SearchAlongBoundary() Function So far the search algorithm has found
a node on the o-feasible boundary. The next step is to search for nodes within
the boundary, which achieve o-feasibility at a lower cost Cost(e). The subroutine
SearchAlongBoundary () is called to accomplish this task. We have seen from
the Boundary Property in Section [3.2] that any decremental neighbor of a node
on the boundary is not o-feasible. It implies that the only way to find a node with
lower full key cost is through trading-off (or swapping) efforts between different
coordinates, which is realized in the Swap () family of subroutines.

More specifically, the coordinates for swapping are determined from the di-
rection vector u defined in equation as it follows the intuition that the search
should decrease the overall guesswork while not compromising the full key suc-
cess probability. The direction vector u suggests to increase effort on coordinate
J if u; is positive, and decrease if negative. The order of the effort coordinates
being incremented or decremented is determined by the order of the absolute
values of the entries u;. The higher the absolute value, the higher the priority
that is assigned to the coordinates for incrementing and decrementing.

Similar to search problems defined in continuous domain, the algorithm
also handles the problem of local minima that prevent effective searching. In
particular, we implement three different swapping modes ~HorizontalSwap(),
VerticalSwap() and BlockSwap() — to “escape” from many local minima and
therefore mitigate the risk of being terminated in advance. The HorizontalSwap ()
allows trading-off multiple efforts between the positive most and negative most
coordinates, i.e. u; and u; . The VerticalSwap() in each iteration enables
trading-off one effort between multiple coordinates where u;s are of different
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Algorithm 3 SearchAlongBoundary()

1: €' + Swap()

2: while Cost(e) > Cost(e’) do
3: e+ ¢€

4: end while

5: return [e, Cost(e)]

Fig. 2. Direction vector u is the projection
of cost gradient —VC' onto (VP)*

signs. Finally, the BlockSwap () mode enables trading-off multiple efforts on mul-
tiple coordinates. All three modes ensure that the swap does not compromise the
required full key success probability, i.e. e € &, always hold. The updated node
(after efforts being swapped) is again passed through SearchDown() to ensure
that the search is still performed on the boundary. The three modes prevent
infinite loops because the swap action occurs only if the cost of the updated
node is lower than the cost for the session node.

As shown in Alg. 3] a temporary node €’ is returned from the Swap() family
of functions in each iteration. If the cost for the temporary node is lower than the
current session node, then the session node e is replaced by before being passed
into the next iteration. Otherwise the search is terminated and the algorithm
outputs the current node e and its full key verification cost Cost(e).

3.4 Usage of the KSF algorithm

Full key security evaluation used to stay as an analysis that is beyond computing
power. The KSF algorithm provides practical meaning to the security evaluation.
Firstly, the adversary can use it to determine if the leakage is strong enough to
enable full key recovery at her accessible computing power. More specifically,
upon a particular set of observations («9,17), the returned global minimum of
Cost(e) serves as an individual lower bound of the optimum guesswork w,. If
the guesswork is acceptable, the associated optimal effort distributor e provides
a winning strategy: checking all the full key candidates defined by the Cartesian
product of this optimal node. This strategy ensures he adversary with success
rate being at least 0. Even if in one session the observed leakages are not strong
enough, namely requires high w,, she can just wait for the next session until a
"good" observation appeared. This can be the case if the guesswork is impacted
a lot from different observations, which is in fact verified in our experiments in
the next section.

Secondly, it can be used by a security evaluation lab. By feeding the algorithm
with independently generated observations (x?,17), an evaluator can bootstrap
the individual lower bounds and obtain the distribution of the guesswork w, at
any fixed o. This informs the evaluator the resistance of some DUT against a
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probabilistic SCA. In other words, if the adversary intends o success rate, how
much chance does she have by waiting until a strong enough leakage occurs. A
simple example would be computing the expected lower bound of guesswork—
the average of all individual lower bounds—and using it as a metric. The metric
indicates the averaged level of security of the full key as the expectation is with
respect to various experiments, i.e. not only different choices of input x4, but
also leakages observations 19.

4 Experiment Results and Comparison

In this section we apply the proposed wML approach to practical side channel
leakage evaluation. We first explain the experimental setup. Next, we verify the
validity of the KSF algorithm and discuss its possible influencing factors. Finally,
we compare our approach and VGS algorithm.

4.1 Experiment Setup

We conduct the leakage evaluation experiments in two settings: real measure-
ments and simulations. For the former, we target on an unprotected AES soft-
ware implementation, the RjindaelFurious [I5] running on an 8-bit AVR ATXMega
A3B processor. A total of 200,000 measurements were taken using a Tektronix
DPO 5104 oscilloscope at a sampling rate of 200MS/s. Among all the collected
traces, 20,000 are used for building Gaussian templates. The remaining traces
are used as needed for the evaluation step. In the other setting, we simulate side
channel leakage using the widely accepted Hamming weight leakage model with
additive Gaussian noise. In both cases the targeted leakage is that of the s-box
output of the first round for each of the 16 state bytes.

4.2 Posterior Probabilities Derivation

As a preparation step of leakage evaluation, posterior probabilities for all subkey
candidates need to be estimated from side channel observations. The probably
most popular method is through Templates [2/10] where the adversary creates a
precise model of the leakage in the profiling phase and derives posterior probabil-
ities in the attack phase. An in-depth discussion of modeling errors for Gaussian
templates can be found in [3]. For our experiments, we build Gaussian tem-
plates N'(L; p,, X2) regarding the internal state Y = S(X @ K) over all the
16 bytes. In the attack phase, the adversary obtains the observations (x9,17).
Since the predicted internal state for the j-th query is y; j o = f(z;;,9) under
the subkey hypothesis g at the i-th subkey part, the observed leakage I; ; has
conditional probability density Pl;; | g] = N (i j; o, X2), where v = y; ;.
Since side channel leakages in different queries are independent, the conditional
probability density P[1? | g] of observing the q leakages 1f = (I; 1, ...,1; ;) on the
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i-th subkey part is the product of each P[l; ; | g]. Namely,
q q
P[l’i717 ~-~7li,q | g] = H P[ll,.l | g] - HN(l%JhuUa 25) (9)
j=1 j=1

Further, the Bayesian formula returns posterior probabilities p; , := Pr[g | 17]
of subkey hypothesis g given the ¢ observations 17 as
Dig i= Pr[g l 19] — P[l? | g] ) Pr[g} _ P[lg ‘ g]
" R DD o) H 7l I o 17 I WD o  ER

(10)

Finally the posterior probabilities p; , are sorted into a descending sequence
Di,lq) as detailed in Section They determine the subkey success rates in
equation ([1) which are the inputs for the KSF algorithm and the VGS algorithm.

4.3 Correctness and Influencing Factors of the KSF Algorithm

Verifying the correctness of the KSF algorithm is rather simple: if the returned
optimal effort distributor e* covers the ranks of the posterior probability of every
subkey k;, then the search space defined by the Cartesian product includes the
correct full key as explained in Section [3.1] In the following, we check if the
algorithm in fact achieves the promised success rate for various experiments.
We provide a set of observations for a range of ¢ from 1 to 40: higher value for
q indicates more leaked information. We furthermore set 19 different levels of
desired success rate from 0.05 to 0.95 incrementing at 0.05. For each possible
(g,0), 200 experiments are performed for the scenario using real measurements,
and 100 experiments for the scenario using simulated leakage.

Figure compares the promised full key success rate of the KSF algorithm
with the actually achieved success rate for real measurements. One can see that
when the leakage is strong (high value of ¢), the achieved success rate is far
beyond what is promised. However, when the leakage is weak, the two rates only
differ slightly. A probable reason for the achieved success rate being lower than
the desired success rate for small values of ¢ is due to the assumption that the
Gaussian templates fully capture the underlying leakage distribution. In fact, the
empirically obtained Gaussian templates only serve as approximation to the true
leakage distribution, and hence the derived posterior probabilities are unavoid-
ably biased. This claim is also supported by the results for simulated leakage, as
given in Figure where the underachieving never happens. Nevertheless, for
almost all cases, especially when ¢ > 8, the KSF algorithm fulfills the promised
full key success rate.

Other influencing factors of the KSF algorithm are the leakage observations
and the number of independent initial nodes used for finding local minima,
as discussed in Section [3] To investigate their impact, we run 50 experiments
associated with independent sets of observations (x9,1%). In each experiment,
we compare the performance of KSF algorithm at fixed o = 50% using 100 and
10000 initial nodes. The global minimum guessworks in each experiments are
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Fig. 3. Correctness verification for real measurements (a) and simulation (b); The
success rate that KSF achieves (y-axis) is more than what it promised (x-axis).

returned and compared in Figure The x-axis is the index of experiments
indicating a different set of observation (x?,19) and the y-axis is the guesswork
in bits. As we can see, different leakage observations causes more than 40 bits
guesswork differences while the influence from the number of initial nodes (the
distance between the two curves) are rather small. In fact, the biggest difference
between the two curves is less than 2.5 bits and most of the times the difference
is smaller than one bit.

4.4 Comparing the KSF algorithm with the VGS algorithm

As mentioned in Section [2:3] the VGS algorithm estimates the rank of the cor-
rect key among all full key candidates. By bootstrapping this rank statistic, or
namely, by repeating the rank estimation from different side channel observa-
tions, one can get a security evaluation based on the success percentiles to see
the rank distributions given random side channel inputs.

We first provide several comparisons between the bootstrapping of the rank
statistic from repeating VGS algorithm and the bootstrapping of guesswork w,
KSF algorithm. Figure compares the two over the real measurement. We fix
the full key success rate in KSF algorithm to ¢ = 50%. For each ¢ (x-axis), we
perform 200 experiments using the algorithms on the same sets of observations.
The box plot indicates quartiles and outliers of the guesswork and rank statistics.
We see that the results from the two algorithms are relatively close to each
other. Further, the impact of different leakages on the rank statistic using VGS
algorithm is heavier than that on the guesswork returned from our algorithm.
This can be seen from the difference of the height of boxes for the two algorithms.
More importantly, we see that the medians of the two analyzed cases do not align
exactly. In fact, ours are always slightly higher than the VGS algorithm. The
reason is two folds. On one side, the KSF algorithm is following wML approach,
which introduces ordering violation comparing to the true ML approach, as
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Fig. 4. Figure (a) shows the impact on guesswork (y-axis) from the number of starting
nodes for KSF algorithm is far less than the impact from the set of observations (z?,17)
in each experiment (X-axis); Figure (b,c,d) compares the size of the key space from the
KSF algorithm to the key rank from the VGS algorithmExperiments are performed
over real measurement with success rate o = 50% (b); over simulation with o = 50%
(¢); and over simulation with o = 25% (d)

explained in Section On another, since in each individual experiment the
VGS algorithm does not return a fixed success probability Zfinlk prg (the ML
adversary should guesses all the top rank full key candidates), the 50th percentile
of the rank does not necessarily ensure the adversary achieves 50% success rate in
an averaged experiment either. This is even more clearly seen from the simulated
leakage scenario as shown in Figure (rank compared to wq 5) and (rank
compared to w25 ). In the simulated case, the ML approach is closer to the wg 25
bootstrapping with the weak ML approach. It indicates that the guessing the
top rank most likely full key candidates in the ML approach roughly returns
winning probability of 25%. In general, it might suggest the evaluator to find the
appropriate o level such that the bootstrapping of the guesswork w, matches
the bootstrapping of the key rank. By doing so, the evaluator can estimate
the success rate Z;inlk p[g in an average experiment that the top rank full key
candidates contain.
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Fig. 5. Security evaluation using KSF algorithm showing the remaining guesswork
(color in (a)) and using VGS algorithm showing the key rank (color in (b)) over the
number of observations ¢ (x-axis) and success rate/percentile (y-axis).

The next comparison of the two leakage evaluation algorithms is between
the expected guesswork lower bound ( Figure) and the bootstrapping of the
rank (Figure. Experiments use the data from the microcontroller measure-
ments. The x-axis for both represents the number ¢ of accessible leakages in each
experiment. In Figure the y-axis is the desired full key success probability
o. The color or gray-scale for the pixel at coordinate (x,y) = (q,0) represents
the expected lower bound (as explained in Section of the guesswork in log
scale. The darker a pixel is, the more guesswork is needed to achieve the specified
success rate o. In particular, the expected lower bound at each (g, o) is derived
from 200 independent experiments. Each experiment uses an independent set of
observations (x9,1?) which yields different posterior probabilities p; |5 computed
as described in Section The number of initial node is set to 100 ( Figure
already shows this number is sufficient). The global minimum guesswork from
the 100 searches is returned as the individual lower bound of the guesswork for
this single experiment. Upon the completion of the 200 experiments, the average
of the 200 individual lower bounds yields the ezpected lower bound as reflected
in the color of pixel in Figure[5(a)] In short, the color at pixel (¢, o) indicates the
expected minimum guesswork that a ¢-limited adversary should spend in order
to achieve full key recovery with probability ¢. In Figure VGS algorithm
is executed with the same sets of observations (x?,19). The returned 200 ranks
(represented in the color of each pixel) derive the statistical bootstrapping of
the success percentile (the same as in bootstrapping) which is represented on
the y-axis. Two contour plots are fairly close to each other.

5 Conclusion
The presented algorithm finds the optimal key search space that allows the

adversary to achieve a predefined probability of success. Unlike prior work, the
algorithm provides a connection between remaining full key security and success
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probability even for a single set of side channel observations. It furthermore
is a constructive algorithm, since it not only bounds the remaining key search
space, but also provides an optimized yet simple strategy to search that space.
As a consequence, the algorithm can be used by embedded security evaluators to
quantify the resistance of a device to SCA. It can also be used by an adversary
to determine whether the leakage suffices for a successful key recovery attack.
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